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Ihle et  al. (2017) outline a program designed to enhance the reli-
ability, accuracy, and impact of  behavioral ecology research. These 
are all worthy goals, and many of  the suggestions they offer would 
enhance not only the transparency of  the scientific process but also 
benefit researchers, particularly when it comes to reconstructing the 
sometimes convoluted process that went into analyses performed 
years previously. There is also a strong argument for embracing 
many, if  not all, of  the precepts of  the open science movement of  
which Ihle et  al.’s proposals are a part. The more accessible our 
data, analyses, and thinking are to future workers, the more valu-
able and useful our work will be to them.

Ihle et  al. are explicitly interested in improving how we, as 
behavioral ecologists, conduct our science. Their proposals to pre-
register and track questions and methods work well when it comes 
to experiments, which require a priori hypotheses, predictions, and 
explication of  experimental design. However, I have significant res-
ervations about both these processes when it comes to observational 
studies that seek to identify patterns and understand behaviors, par-
ticularly, but not necessarily limited to, when they involve data from 
long-term studies.

My own work, for example, has focused on projects that were ini-
tiated decades ago with the goals of  addressing questions that ulti-
mately became at best secondary. In the process of  collecting data 
and analyzing results, new questions arose that led to unexpected 
questions, more analyses, and additional hypotheses to be tested, 
sometimes experimentally but more often by means of  yet more 
exploratory analyses of  existing data. As a result, data analysis has 
invariably been a learning process for me, regardless of  how care-
fully I may have worked out the original questions and the statisti-
cal tests I thought I was going to perform beforehand. Part of  this 
was due to the emergence of  new analytical techniques, suggestions 
by reviewers, coauthors, and others, but more often it came about 
due to new and unexpected insights emerging from an initial set of  
analyses. More than once, the analyses in the ultimate version of  a 
paper have borne little resemblance to those I originally envisioned. 
These changes have resulted not from bias, but from a combination 
of  learning and self-correction.

Tracking and annotating all of  the analyses and changes that 
went into the final version of  my papers would have required a 
great deal of  time. Would I have gained some benefit by investing 
all that effort? Absolutely. Am I  sorry I  haven’t done so? Not in 
the least. I can’t for the life of  me think of  how I would have had 
time to succeed if  I’d had to document for the public record every 
thought and change going into the production of  what were often 
relatively complex non-experimental papers, much less read and 
evaluate such documents produced by others.

Then there’s pre-registration. What such a process does, as 
explained thoughtfully by Kosmala (2016), is shift a great deal of  
time and energy away from what to me are enjoyable and exciting 
parts of  the scientific process—using data to discover the answer to 
a question—to a part I find relatively tedious, namely the analytical 
process itself. To me, having science be fun is worth the tradeoff of  

a few extra false positives, especially since there are numerous alter-
natives to null hypothesis testing, where such errors are an issue 
(Johnson 1999, Anderson et al. 2000).

So, do we want science to be fun and creative, or tedious 
and a bit less flawed? Rigorous pre-registration and tracking 
will neither prevent cheating nor significantly enhance society’s 
eroded confidence in science, which has much deeper roots than 
can be fixed by the solutions offered by Ihle et al. What would 
be tragic, however, would be to discourage aspiring behavioral 
ecologists of  the future by forcing them to spend an inordinate 
amount of  time planning their research rather than experienc-
ing the joy of  actually doing it. I, for one, am immensely grate-
ful that I’ve had the opportunity to focus on the latter rather 
than the former.
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Let’s face it: there is an undeclared conflict of  interest in our daily 
work that was already spotted 40 years ago (Greenwald 1975) and 
that has been hampering the transparency that Ihle et al. (2017) are 
calling for. Researchers obtain direct benefits from finding signifi-
cant effects in their data and from selectively reporting those effects 
(Smaldino and McElreath 2016). Significant results are easier to 
publish than null results; they receive more media coverage and 
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